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Resumen
El abandono estudiantil constituye un problema significativo en el ámbito universitario, con implicaciones sociales y académicas. Este trabajo presenta el diseño de un modelo predictivo basado en regresión logística,una técnica de aprendizaje automático utilizada para modelar la relación entre variables independientes y la probabilidad de un evento binario, para identificar estudiantes en riesgo de abandonar su carrera, utilizando un conjunto de datos público que incluye variables académicas y sociodemográficas. Se emplea la técnica de sobremuestreo (SMOTE) para balancear los datos, y se obtienen resultados con una precisión del 73% en las predicciones. El modelo propuesto se plantea como una herramienta tecnológica que podría adaptarse con datos reales de la Facultad de Ingeniería Informática de la Universidad Tecnológica de La Habana “José Antonio Echeverría” (Cujae) para prevenir el abandono estudiantil y optimizar los recursos educativos.
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Abstract
Student dropout constitutes a significant issue in higher education, with social and academic implications. This study presents the design of a predictive model based on logistic regression, a machine learning technique used to model the relationship between independent variables and the probability of a binary event, to identify students at risk of dropping out. A public dataset containing academic and sociodemographic variables was used. Additionally, the SMOTE oversampling technique was applied to balance the data, achieving a prediction accuracy of 73%. The proposed model is envisioned as a technological tool that could be adapted with real data from the Faculty of Computer Engineering at the Technological University of Havana “José Antonio Echeverría” (Cujae) to prevent student dropout and optimize educational resources.
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1. Introducción
En los últimos tiempos, el auge de la Inteligencia Artificial (IA) y el Aprendizaje Automático (AA) ha transformado diversos sectores debido al incremento exponencial de los datos disponibles. Analizar estos datos resulta conveniente para extraer información útil y predecir comportamientos, lo cual es particularmente relevante en el ámbito de la educación superior.
La deserción estudiantil representa uno de los mayores retos para las instituciones de educación superior a nivel mundial, afectando tanto la eficiencia académica como el desarrollo socioeconómico de los países. En Cuba, y particularmente en la Universidad Tecnológica de La Habana “José Antonio Echeverría” (Cujae), las causas del abandono son multifactoriales, abarcando aspectos académicos, sociales y económicos [1]. La aplicación de técnicas de IA y AA ofrece una oportunidad sin precedentes para abordar este problema mediante la identificación temprana de estudiantes en riesgo.
En particular, la regresión logística destaca por su interpretabilidad y eficiencia para problemas binarios[2, 3]. Este trabajo propone un modelo predictivo basado en regresión logística, aplicado inicialmente a un conjunto de datos público, con el objetivo de demostrar su viabilidad y proponer su adaptación futura a datos reales de la Cujae, abriendo un camino hacia una educación superior más inclusiva y eficiente.
2. Materiales y Métodos
Para realizar este trabajo, se llevó a cabo una búsqueda bibliográfica en diversas bases de datos, tales como Google Scholar.Se emplearon términos de búsqueda como "studentdropout", "logisticregression", "machine learning in education", entre otros. Como herramientas el lenguaje de programación Python en su versión 3.8.10 y el IDE de programación Visual Studio Code. Las bibliotecas de Python utilizadas incluyen pandas, scikit-learn, seaborn, matplotlib, imbalanced-learn y streamlit[4].
2.2. Modelo Predictivo
La regresión logística es un modelo estadístico utilizado para predecir el resultado de una variable dependiente categórica en función de una o más variables independientes. Es especialmente útil para problemas donde la variable objetivo tiene dos posibles resultados, como en este caso (abandonó o no abandonó). La regresión logística estima la probabilidad de ocurrencia de un evento al modelar la relación logarítmica entre las variables independientes y la probabilidad de éxito[5].
Se seleccionó este modelo debido a:
· Naturaleza del problema: la variable objetivo es binaria, lo que se ajusta perfectamente al uso de Regresión Logística.
· Interpretabilidad: permite identificar el impacto de cada variable en la probabilidad de abandono, ayudando a tomar decisiones informadas [6].
· Eficiencia computacional: es rápido de entrenar y se comporta bien con conjuntos de datos pequeños o medianos.
Comparado con otros modelos como árboles de decisión o Random Forest, la regresión logística ofrece ventajas significativas en términos de simplicidad e interpretabilidad, aunque puede no capturar relaciones más complejas entre variables. Sin embargo, su capacidad para manejar datos balanceados mediante técnicas como SMOTE refuerza su idoneidad en este estudio[7].



2.3. Preprocesamiento de Datos
En esta sección se describen los procesos realizados para preparar y transformar los datos antes de su uso en el modelo predictivo. Se detallan los pasos de codificación de variables, exploración de correlaciones y balanceo de clases utilizadas para asegurar la calidad y relevancia de los datos para el análisis.
Codificación de Variables
En el conjunto de datos, las siguientes columnas categóricas se transformaron a valores numéricos utilizando un codificador ordinal:
· género(gender)
· grupoétnico (race/ethnicity)
· nivel educativo de los padres (parental levelofeducation)
· tipo de almuerzo (lunch)
La codificación es esencial porque los modelos de aprendizaje automático trabajan con datos numéricos. Las variables categóricas no pueden ser interpretadas directamente por estos modelos, ya que requieren datos en forma de números para poder realizar cálculos y predicciones. Este paso permite que las variables categóricas sean interpretadas como características numéricas en el modelo, eliminando ambigüedades y garantizando que todos los valores sean comparables entre sí. Además, la codificación ayuda a preservar el orden o la jerarquía intrínseca de las variables categóricas, si existe, lo que puede mejorar la precisión y relevancia del modelo predictivo.
Exploración de Correlaciones: Mapa de Calor
El uso de un mapa de calor es una técnica común en el análisis de datos para visualizar las relaciones entre diferentes variables en un conjunto de datos. En este contexto, el mapa de calor permite identificar las correlaciones entre las variables académicas y sociodemográficas, lo cual es esencial para comprender cómo estas variables pueden influir en las predicciones del modelo. Las correlaciones, que son medidas de la relación lineal entre dos variables. Una correlación positiva indica que a medida que una variable aumenta, la otra también lo hace, mientras que una correlación negativa indica que a medida que una variable aumenta, la otra disminuye.
En la Fig.1, por ejemplo, se observa que las calificaciones en matemáticas, lectura y escritura están fuertemente correlacionadas entre sí, lo que sugiere que estas variables tienen un impacto conjunto en la probabilidad de abandono. Asimismo, se determina que la columna lunch (tipo de almuerzo) tenía una correlación mínima con la variable objetivo y otras características, por lo que fue eliminada del conjunto de datos. Esto resultó en una mejora del rendimiento del modelo, aumentando la precisión general a un 73%.
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Fig.1 Mapa de calor de las correlaciones entre las variables
Balanceo de Clases: SMOTE
El desbalance de clases es un problema común en los conjuntos de datos utilizados para la clasificación, donde una clase tiene significativamente más ejemplos que otra. Este desbalance puede llevar a que los modelos de aprendizaje automático, como la regresión logística, se inclinen hacia la clase mayoritaria, ignorando la clase minoritaria, lo que resulta en un rendimiento deficiente en la identificación de casos críticos, como los estudiantes en riesgo de deserción.
La técnica de sobremuestreo SMOTE (por las siglas en inglés de SyntheticMinorityOver-samplingTechnique) genera nuevas instancias sintéticas para la clase minoritaria interpolando entre ejemplos existentes. Esto aumenta la diversidad del conjunto de datos y mejora el rendimiento del modelo en la identificación de casos críticos como los estudiantes en riesgo de deserción[8].
2.4. Evaluación del Modelo
El modelo fue entrenado utilizando el 70% del conjunto de datos disponible. Esta división permite que el modelo aprenda patrones generales a partir de la mayoría de los datos, asegurando que capture las relaciones importantes entre las variables. Este proceso de entrenamiento es crucial, ya que el modelo ajusta sus parámetros internos para minimizar el error en las predicciones de los datos de entrenamiento.
El 30% restante del conjunto de datos se reservó para la evaluación. Este conjunto de datos, conocido como conjunto de prueba, no se utiliza durante el proceso de entrenamiento, lo que permite evaluar la capacidad del modelo para generalizar a datos no vistos. Este enfoque es un estándar reconocido en problemas de predicción porque proporciona una estimación objetiva del rendimiento del modelo en situaciones reales.
Evaluar el modelo con datos no vistos es esencial para garantizar que el modelo no solo aprende de memoria los datos de entrenamiento, sino que también puede aplicar lo aprendido a nuevos datos con precisión. Este método de división de datos ayuda a identificar si el modelo está sobreajustado (overfitting) a los datos de entrenamiento, lo que podría resultar en un rendimiento pobre cuando se enfrenta a nuevos datos.
3. Resultados y Discusión
En esta sección se analizan los resultados de la evaluación del modelo, incluyendo métricas de desempeño como precisión, recall y F1-Score. Además, se discute la relevancia y el impacto de estos hallazgos en el contexto del abandono estudiantil, proporcionando una interpretación detallada de las implicaciones prácticas y teóricas. También se exploran posibles limitaciones del estudio y se sugieren áreas para futuras investigaciones.
3.1. Rendimiento del Modelo
Como se puede observar en la Tabla 1, el modelo demuestra un desempeño razonable considerando las limitaciones del conjunto de datos público. Una precisión del 73% indica que, de cada 100 estudiantes evaluados, el modelo predice correctamente 73 casos. Este nivel de precisión es prometedor, especialmente para la clase 0 (abandonaron), donde se busca una identificación precisa de los estudiantes en riesgo de deserción.
Tabla 1. Resultados de la evaluación del modelo
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	Precision
	Recall
	F1-Score
	Support

	0
	0.843
	0.705
	0.768
	190

	1
	0.603
	0.773
	0.677
	110

	Accuracy
	0.730
	0.730
	0.730
	300

	Macro Avg
	0.723
	0.739
	0.723
	300

	WeightedAvg
	0.755
	0.730
	0.735
	300


Las métricas de rendimiento permiten un análisis más detallado[9]:
· La precisión(precision) está dada por laproporción de predicciones correctas entre todas las predicciones de una clase específica:
· Para la clase 0 (abandonaron), el 84.3% de las predicciones fueron correctas, es decir, de los estudiantes que el modelo predijo como "abandonaron", el 84.3% realmente abandonaron.
· Para la clase 1 (no abandonaron), el 60.3% de las predicciones fueron correctas, es decir, de los estudiantes que el modelo predijo como "no abandonaron", el 60.3% realmente no abandonaron.
· Recall esla proporción de verdaderos positivos sobre todos los casos reales de una clase:
· Para la clase 0, el modelo identificó correctamente el 70.5% de los estudiantes que realmente abandonaron.
· Para la clase 1, identificó correctamente el 77.3% de los estudiantes que realmente no abandonaron.
· F1-Score: mdia armónica entre precisión y recall. Proporciona un equilibrio entre ambas medidas, siendo útil cuando las clases están desbalanceadas.
· Support: número de instancias reales de cada clase en los datos de prueba.
· Macro Avg: promedio simple de las métricas (precisión, recall, F1) para cada clase, sin ponderación.
· WeightedAvg: promedio ponderado de las métricas, teniendo en cuenta la importancia relativa de cada clase en función del número de instancias que tiene.
3.2. Propuesta de Adaptación
El modelo podría ser adaptado a datos reales de la Universidad Tecnológica de La Habana “José Antonio Echeverría”, incorporando variables relevantes al contexto cubano, como:
· Factores socioeconómicos:acceso a becas, nivel de ingresos familiares, situación laboral.
· Factores académicos:calificaciones históricas, asignaturas con mayor índice de reprobación.
· Factores demográficos:zona de residencia, tiempo de traslado a la universidad.
Además, la implementación de herramientas similares a SAICCAD (aplicación de escritorio que posee como objetivo principal ofrecer a la comunidad investigadora una herramienta tecnológica que permite aplicar algoritmos de selección de atributos, clasificación y predicción, con el uso de técnicas de IA[3]), podría facilitar el análisis y la predicción en tiempo real, proporcionando a los educadores herramientas para intervenciones personalizadas. Estas intervenciones incluirían programas de tutoría, desarrollo de habilidades académicas y planes de acompañamiento socioemocional, especialmente para estudiantes de comunidades vulnerables[10].
La propuesta incluye realizar análisis exploratorios de las variables locales mediante encuestas y bases de datos existentes, incorporando factores relevantes como limitaciones de infraestructura y acceso tecnológico. Estudios previos han demostrado que factores como el nivel socioeconómico y la estabilidad emocional tienen una correlación significativa con el éxito académico[11, 12].
4. Conclusiones
El modelo de regresión logística propuesto demuestra ser una herramienta viable para la predicción de abandono estudiantil, con una precisión del 73.00%. Su adaptación a datos reales de la Universidad Tecnológica de La Habana “José Antonio Echeverría” podría proporcionar a los educadores información clave para implementar estrategias de prevención, tales como programas de tutoría y apoyo socioemocional. La implementación de este modelo en otras universidades también puede ayudar a reducir significativamente las tasas de abandono. Futuros trabajos pueden explorar la incorporación de variables adicionales y la mejora de técnicas de balanceo de datos. El uso de herramientas tecnológicas basadas en IA en la educación cubana representa una oportunidad crucial para cumplir con los objetivos de la Agenda 2030 de Naciones Unidas, en particular el de garantizar una educación inclusiva y de calidad.
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