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Resumen

La tecnologia médica ha evolucionado a pasos agigantados en las tltimas décadas; uno de los mayores
exponentes de dicho desarrollo es la incorporacion de las técnicas de Machine Learning al
procesamiento digital de sefiales. Este trabajo est4 orientado a mostrar la situacion actual del uso de esta
técnica de analisis de datos, enfocandose en sus principales caracteristicas y el procedimiento mas
reciente de aplicacion de la misma, a través de una revision bibliografica. Ademas, se enumeran varias
de sus aplicaciones en este campo.
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Abstract

Medical technology has evolved by leaps and bounds in recent decades; one of the greatest exponents
of this development is the incorporation of Machine Learning techniques into digital signal processing.
This work is oriented to show the current situation of the use of this data analysis technique, focusing on
its main characteristics and the most recent procedure of its application, through a bibliographic review.
In addition, several of its applications in this field are listed.
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1. Introduccion

El andlisis de senales es una tecnologia imprescindible en el desarrollo actual de multiples productos,
muchos de los cuales tiene finalidades médicas. En la actualidad la mineria de datos representa un
recurso importante en el procesamiento de datos, con ello se logra identificar patrones y relaciones
ocultas en los datos, los cuales permiten la creacion de modelos que ayudan a un mejor entendimiento y
diagnodstico de ciertas patologias como la epilepsia.
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El empleo de Machine Learning con estos fines, es sin duda un gran beneficio en cuanto a duracion del
proceso, eficiencia y exactitud de los resultados. Actualmente se pueden analizar distintos tipos de
sefales entre las que se encuentran: sefales cerebrales, electromiograficas de superficie, mioeléctricas y
generadas a partir de comandos de voz, etc. Esta tecnologia se basa sobre todo en la creacion y
entrenamiento de Redes Neuronales Artificiales; este sistema es capaz de aprender con el tiempo. El
sistema serd capaz de mejorar de manera progresiva el desempefio de sus tareas y asignaciones mediante
las repeticiones de estas, siendo empleados para la deteccion de patrones en las sefiales.

Una red neuronal artificial (ANN en Inglés 6 RNA en espafiol) consiste en unidades de procesamiento
interconectadas de manera densa, llamadas neuronas, por tener un comportamiento similar al de las
neuronas biologicas. Las Unidades de procesamiento reciben, procesan y transmiten sefiales, tal como
las neuronas biologicas.

Los principales acontecimientos historicos relacionados con las redes neuronales son:

- Walter Pitts y Warren McCulloch intentaron explicar en 1943 el funcionamiento del cerebro humano,
por medio de una red de células.

- En 1949, el fisidlogo Donald Hebb expuso en su libro The Organization of Behavior la conocida regla
de aprendizaje. Su trabajo tenia que ver con la conductividad de la sinapsis, es decir, con las conexiones
entre neuronas.

- En 1951, Minsky y Edmons montaron la primera maquina de redes neuronales, compuesta basicamente
de 300 tubos de vacio y un piloto automatico de un bombardero B-24 (en desuso). Llamaron a su
creacion “Sharc”, se trataba nada menos que de una red de 40 neuronas artificiales que imitaban el
cerebro de una rata.

- En 1957, Frank Rosenblatt presentd al Perceptron, una red neuronal con aprendizaje supervisado cuya
regla de aprendizaje era una regla planteada por Hebb.

- En 1969 Marvin Minsky y Seymour Paper escribieron un libro llamado Perceptrons, en donde definian
a estos como caminos sin salida.

- En los afios 60 se propusieron otros 2 modelos también supervisados, basados en el Perceptron de
Rosenblatt denominados Adaline y Madaline. En estos, la adaptacion de los pesos se realiza teniendo en
cuenta el error, calculando como la diferencia entre la salida deseada y la dada por la red, al igual que en
el Perceptron. Sin embargo, la regla de aprendizaje empleada es distinta.

- En los 70 las redes neuronales artificiales surge con la técnica de aprendizaje de propagacion hacia
atras o Backpropagation.

- En 1977, James Anderson desarroll6 un modelo lineal, llamado asociador lineal, que consistia en unos
elementos integradores lineales (neuronas) que sumaban sus entradas.

-En 1982 John Hopfield presentd un trabajo sobre redes neuronales en la Academia Nacional de las
Ciencias, en el cual describe con claridad y rigor matematico una red a la que ha dado su nombre, que
viene a ser una variacion del Asociador Lineal. En este mismo afio la compaiiia Fujitsu comenzé el
desarrollo de computadores pensantes para aplicaciones relacionadas con la Robdtica.

- En 1985, el Instituto Americano de Fisica comenzo la “Anual Networks for Computing”.

- En 1987 la IEEE celebré su primera conferencia internacional sobre redes neuronales. En este mismo
afio se formo la International Neural Network Society (INNS) bajo la iniciativa y direccion de Grossberg
en USA, Kohonen en Finlandia y Amari en Japon.[1]
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Un concepto que conforma la base del trabajo con redes neuronales es el peso. El peso es una
combinacion de parametros o coeficientes, que combinados con los datos de entrada ofrecen un
determinado resultado.

Por ejemplo, imagina que estas escuchando una cancién en tu teléfono. La cancidn es una sefial
analogica, lo que significa que es una onda continua de sonido. El altavoz de su teléfono convierte la
sefal analogica en una senal digital, que es una serie de nimeros que representan la amplitud y
frecuencia de la onda de sonido. Luego, la sefial digital es procesada por el amplificador y el altavoz del
teléfono, que la vuelve a convertir en una sefial analdgica que puede escucharse en los oidos.

El procesamiento de sefiales digitales se puede utilizar para mejorar la calidad del sonido, eliminar el
ruido y agregar efectos a la musica. Por ejemplo, se puede usar un procesador de sefial digital para
reducir el ruido de fondo en una grabacion o para agregar eco o reverberacion a una cancion.

En la actualidad se clasifican a partir de 3 de sus caracteristicas primordiales:

Segtin su Topologia:

* Red Feedforward y Backforward: que son dos tipos de redes de propagacion hacia adelante o aciclicas
en las que las sefales van desde la capa de entrada hacia la de salida, sin existir ciclos ni conexiones,
entre neuronas de la misma capa. La primera consiste en calcular la salida de nuestra red con los valores
actuales de los pesos. Y la segunda consiste en calcular cuanto influye un cambio en un determinado
peso con respecto al error total y actualizarlo teniendo esta relacion en cuenta.

En funcioén de su estructura pueden ser de 3 clases:

* Monocapa: Es la red nueronal més sencilla ya que tiene una capa de neuronas que proyectan las
entradas a una capa neuronal de salida donde se realizan los calculos. (Ejemplo: Perceptron o el Adeline)
» Multicapa: Esta es conformada por multiples capas, de tal forma que tienen la capacidad para resolver
problemas que no son linealmente separales. (Ejemplo: Perceptron Multicapa)

* Red Recurrente: Que presenta al menos un ciclo cerrado de activacion neuronal (Ejemplo: Elman y
Hopfield)

Segun su Algoritmo de Aprendizaje:

» Aprendizaje Supervisado: Se necesita informacion preliminar de entrada previamente clasificado o
cuya respuesta sea conocida por ejemplo: Perceptron simple, Backpropagation, Perceptron multicapa,
Memoria Asociativa Bidireccional.

» Aprendizaje Auto organizado: No necesitan un conjunto de datos previamente organizados. Por
ejemplo: Memorias Asociativas, Hopfield, La maquina de Boltzman y la maquina de Cauchy, redes de
aprendizaje competitivo, Kohonen y redes de resonancia adaptativa (ART).

* Redes Hibridas: Es una combinacion de las 2 anteriores en donde se emplea una funcion de mejora
para facilitar la convergencia: Por ejemplo las redes de base radial.

* Aprendizaje Reforzado: Estan ubicadas entre el supervisado y el auto organizado [2]

2. Materiales y Métodos
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Para este trabajo se realizo una busqueda bibliogréfica en diferentes bases de datos como la biblioteca
digital ACM, PudMed, Scielo, Google Schoolar etc. y se realizé entrevistas y consultas a profesores y
especialistas con gran experiencia en el tema. Se implementaron varios términos de biisqueda como

“aprendizaje automatico”, “procesamiento digital de sefiales” y “implementacion de Machine Learning’
y los resultados se filtraron a articulos publicados en los tltimos 10 afios en espafiol e inglés.

b

Como materiales se implementaron mayormente dispositivos electronicos como computadoras y
dispositivos moviles y nos apoyamos también de bibliografia en la biblioteca de la universidad.

3. Resultados y Discusion
En dicha seccion se exponen y se discuten todos los resultados obtenidos en el trabajo que se publica.

A continuacion se expone la forma de presentar una figura en el manuscrito (valida para cualquier
seccion del mismo). El aprendizaje automatico se trata fundamentalmente de extraer el valor de grandes
conjuntos de datos. A menudo, la motivacion es producir un algoritmo que pueda imitar o mejorar el
desempefio humano. Bdasicamente consiste en algoritmos que permiten predecir de qué clase es un
elemento conociendo las caracteristicas de éste. Por ejemplo, si se quisiese clasificar frutas en una
imagen, sus caracteristicas podrian ser el color, diametro, area, centro de masa, etc. Una vez
determinada las caracteristicas hay que predecir el tipo de fruta que se estd estudiando, segiin su
parecido con las clases de frutas que puede haber. Las frutas del mismo tipo tendran caracteristicas
parecidas, pero lo mas probable es que no sean iguales. Ademas, puede haber una caracteristica que sea
muy parecida a la de otro tipo, por ejemplo, los platanos y limones son amarillos, pero no tienen la
misma forma. Hay que saber elegir las caracteristicas y el método de clasificacion adecuado segtn la
circunstancia. [4]

Los tipos empleo de Machine Learning son:

* Supervisados: En este tipo se conoce la clase a la que pertenecen los patrones de entrenamiento, las
muestras de entrenamiento estan etiquetadas. Aprenden funciones que relacionan los datos de entrada y
salida.

Ejemplos de supervisados: Andlisis discriminante (LDA, QDA y RDA), SVM, Naive Bayes, KNN,
Decission Trees, LR, Nearest Archetype, Gradiente descendente, Riemannian manifold.

» No supervisados: Las muestras de entrenamiento no estan etiquetadas. El objetivo es aumentar el
conocimiento estructural de los datos (clustering, reducciéon de dimensionalidad o aprendizaje
topologico). Estos clasificadores tienden a ser menos precisos que los supervisados.

Ejemplos de no supervisados: K-means, Gaussian EM. Dentro de los no supervisados se encuentra el
Aprendizaje de la Representacion (Deep Learning) [3]

La metodologia tedrica general para la clasificacion de datos corresponde a: [3]
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1. Segmentacion de datos Los resultados obtenidos de la sefial preprocesada no se consideran una
entrada Util en la técnica de reconocimiento de patrones. Asi, para extraer las caracteristicas descriptivas,
se requiere la ventana (segmentacion) de los datos Preprocesados. Se proponen principalmente dos tipos
diferentes de técnicas de creacién de ventanas: ventana superpuesta y ventana no superpuesta. En la
técnica de ventanas superpuestas, la ventana anterior se superpone a la ventana actual con un incremento
atemporal que la longitud de la ventana misma. Una ventana de mayor longitud proporcionaria una alta
precision de clasificacion pero retrasaria la decision del clasificador. La segmentacion de los datos
usando ventanas ayuda a estimar el movimiento previsto para el clasificador. Ayuda en la toma de
decisiones sobre el movimiento previsto mientras se adquieren nuevos datos.

2-Extraccion de caracteristicas: En general, las caracteristicas de la sefial se extraen en forma de dominio
de tiempo (TD), dominio de frecuencia (FD) y dominio de frecuencia de tiempo (TFD). En el TD, las
caracteristicas se extraen de las variaciones de la amplitud de la sefial con el tiempo segun las
condiciones musculares. A diferencia de las caracteristicas temporales, el dominio de la frecuencia usa
la densidad del espectro de potencia de las sefiales para la extraccion. Por otro lado, las caracteristicas
combinadas del dominio del tiempo y la frecuencia se utilizan para la extraccion de tiempo-frecuencia
(ejemplos como la transformada corta de Fourier y las ondiculas).

3- Reduccién de dimensionalidad (DR): DR es el proceso de eliminar el nimero de variables arbitrarias
bajo consideracion mediante la localizacién de un grupo de variables clave. Los métodos de reduccion
de dimensionalidad pueden unir esta informacién de manera mas efectiva y resolver el problema de la
dimension de las caracteristicas. La reduccion de la dimensionalidad ayuda a ahorrar el costo
computacional y reduce el nivel de complejidad del sistema. El analisis discriminante lineal no
correlacionado (ULDA), el anélisis de componentes principales (PCA) y el enfoque discriminativo de
vecindario difuso ortogonal (OFNDA) son técnicas comunes de reducciéon de dimensionalidad que se
utilizan para reducir el espacio de caracteristicas. [4]

4- Etiquetar vectores de caracteristicas: Usualmente los programas computacionales trabajan de mejor
manera con nimeros, por lo que es conveniente asignar las muestras de cada paciente a valores
numéricos. Este proceso también se denomina asignacion de clases o etiquetas.

5- Asignar conjuntos de entrenamiento, validacion y prueba: Esta etapa requiere la division de la base de
datos en 3 conjuntos:

* Entrenamiento: Permite establecer los parametros para poder entrenar un modelo de clasificacion o
clasificador. De esta forma, el conjunto de entrenamiento sirve para establecer como un computador
puede procesar la informacion que se le entrega. [5]

* Validacion: Se usan muestras distintas a las del entrenamiento y se le asigna a cada muestra una clase
en funcidn de los rasgos que comparten con las muestras de entrenamiento.[3] Este conjunto sirve para
establecer los hiperparametros de un clasificador. Los hiperparametros son parametros o valores que son
propios de la arquitectura de un clasificador. Por ejemplo, la cantidad de neuronas y capas ocultas de
una red neuronal artificial.
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* Prueba: Se utiliza netamente para determinar el rendimiento del clasificador. Generalmente la cantidad
de muestras en el conjunto de prueba debe ser igual a la del conjunto de validacion. No debe ser
utilizado para el entrenamiento y ajuste del clasificador. La distribucion probabilistica de estos conjuntos
debe ser idealmente igual para los 3, es decir, las proporciones de las clases en los conjuntos debe ser
idéntica a las proporciones de los conjuntos con respecto a la base de datos. [3]

6- Eleccion de un clasificador: Una vez se tienen los conjuntos para entrenar, ajustar y probar los
modelos de clasificacion, ahora se procede a elegir el tipo de clasificador a utilizar.[5] Algunos ejemplos
de técnicas son : Multi-Layer Perceptron (redes neuronales basicas), Redes Recurrentes, Redes
Convolucionales, Support Vector Machine y Linear Discriminant Analysis[6]. En el entrenamiento del
clasificador, a partir de la informacion relevante de un conjunto de muestras, se configuran los
parametros internos que regiran el comportamiento del algoritmo.

Con la finalidad de mantener la brevedad de la resefia en todo lo posible, a pesar de lo extenso del tema,
se explicara el funcionamiento basico de un solo tipo de clasificador: Decision Trees.

Un arbol de decision segmenta el espacio de caracteristicas en zonas que no solapen, usando la division
binaria recursiva. Clasifican las observaciones creando una secuencia de cuestiones si/no. Primero se
consideran todas las observaciones de la misma clase, luego se segmenta el espacio identificando los
umbrales de determinadas caracteristicas (nodo de decision), para poder separar clases. En cada nodo de
decision, hay que preguntarse si una caracteristica es mayor o menor de un umbral, se considerara ese
patron mas semejante a un tipo u otro. Cuando se termina de evaluar una caracteristica, se pasa a la
siguiente division del arbol, evaluando otra caracteristica, asi hasta llegar a una de las hojas del arbol, en
la que se determina a cudl de las clases corresponderia el patron.. Una vez determinados los umbrales,
para determinar la clase de un nuevo patron solo hay que recorrer el arbol respondiendo a las cuestiones
de si/no, segun las caracteristicas correspondientes del patron estudiado. Hay que impedir que el modelo
se amolde en exceso a los datos de entrenamiento (overfitting). Dos posibles soluciones son parada
temprana o podado del arbol (reducir el nimero de divisiones).[3]

7- Analisis de rendimiento de clasificador: Luego de entrenar y ajustar un clasificador con los conjuntos

previamente mencionados, se procede a evaluar el conjunto de prueba en el modelo de clasificacion
obteniendo de esta forma etiquetas de prediccion para este conjunto. Luego, se comparan las etiquetas
de prediccion con las etiquetas actuales del conjunto de prueba obteniendo lo que se conoce como matriz
de confusion. Calcular la traza de la matriz, es decir, la suma de los elementos de la diagonal, dividida
por el total de muestras en el conjunto de prueba entrega la precision del clasificador. Para los problemas
de clasificacion binarios también es valido analizar el rendimiento de cada clase por separado,
definiendo los conceptos de sensibilidad, como la capacidad para detectar casos que realmente padecen
la enfermedad y la especificidad como la capacidad para detectar casos que realmente sean pacientes
sanos.

8- Validacion cruzada aleatoria: Para validar el modelo de clasificacion, se utilizara una técnica
conocida como validacion cruzada aleatoria (Repeated random sub-sampling validation). Realizando
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este procedimiento de forma independiente para las tareas realizadas por los pacientes permite
determinar cudles son las combinaciones Optimas de procesamiento, extraccion de caracteristicas y
clasificadores que maximicen la precision del modelo de clasificacion. Por ultimo, para disminuir el
costo computacional del problema (tiempo de procesamiento del algoritmo) y su variacion en los
resultados de clasificacion se debera realizar un proceso de seleccion de caracteristicas, para asi filtrar
las caracteristicas que no entreguen informacion util al modelo.[5]

Aplicaciones
1. Clasificacion de senales EMG:
Las sefiales EMG se caracterizan por muchas interferencias, como ruido de adquisicién de la sefial,

perturbaciones electromagnéticas, inestabilidad de la sefial y artefactos de movimiento debido a
electrodos y cables. El preprocesamiento es el primer paso de las técnicas de reconocimiento de patrones
con respecto al analisis adecuado de la sefial y la minimizacioén de las interferencias inherentes. Cabe
senalar que el andlisis de componentes independientes (ICA) y el patrén espacial comun (CSP) se
utilizan como preprocesamiento (filtrado) y reduccion de dimensionalidad (después de la extraccion de
caracteristicas).[4]

Clasificador de Espectrogramas de Sefiales EMG con Redes Neuronales Convolucionales —propuesto
por Diana del Milagro en su articulo “Analisis de Patrones en Sefiales Musculares de Extremidad
Superior Mediante Técnicas de Machine Learning” —:

A través de la libreria TensorFlow™ vy su red neuronal convolucional pre entrenada en el
reconocimiento de imagenes, se implementa un clasificador de sefiales EMG. Para ello, se recolectan los
espectrogramas de las sefiales EMG en un mismo directorio, etiquetdndolos segun el movimiento
correspondiente. [1]

Clasificador de Sefiales EMG con Perceptron Multicapa -propuesto por la autora Diana del Milagro en
su articulo “Andlisis de Patrones en Sefales Musculares de Extremidad Superior Mediante Técnicas de
Machine Learning” de 2019 -: Haciendo uso de la libreria Scikit Learn de Python, se implementa un
clasificador de sefiales EMG a partir de la red neuronal de tipo perceptrén multicapa. Los datos
recolectados en formato .txt son leidos por una funciéon implementada en Python. Este programa se
realiza con la finalidad de convertir los archivos mencionados en arreglos de valores obtenidos. Con este
banco de datos, y sus respectivas etiquetas, se realiza el entrenamiento de la red, con la finalidad de que
esta sea capaz de diferenciar entre los diferentes tipos de movimientos administrados [1]

Estos modelos empleados en este ultimo articulo no lograron satisfacer las expectativas en dichos
articulos. Esto no es debido a que estos no sean adecuados, sino que la data proporcionada no brindaba
la suficiente informacion para ambos casos, destacando la importancia de emplear. Cabe resaltar que, de
tener una mayor cantidad de data, y analizarla de tal forma que la informacién no se vea opacada por
data basura, los resultados a obtener, probablemente, serian mucho mejores.
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2. Clasificacion de psicosis, clasificacion de sefiales EEG -propuesta por el autor de M. J. L. D. LUIS,
en su articulo <PROCESAMIENTO DIGITAL DE SENA LE S DE EEG PARA CLA SIFICACION DE
TRASTORNOS PSICOTICOS MEDIANTE APRENDIZA DE DE MAQUINAS,» en 2021 .- :

Las senales cerebrales, en comparacion con otros tipos de sefiales, presentan alta resolucion espacial y
fidelidad de la sefial, resistencia al ruido y robustez sustancial durante largos periodos de grabacion, lo
que genera una mayor precision.

Para poder realizar una clasificacion de los datos, las caracteristicas de las sefiales extraidas, en general,
deben estar representadas como un vector de valores numéricos, también conocido como vector de
caracteristicas. Estos vectores de caracteristicas representan a una muestra de la base de datos en su
totalidad, por lo que pueden ser utilizados para entrenar modelos de clasificacion utilizando
herramientas de aprendizaje de maquinas, también conocidas como Machine/Deep Learning. En general,
la clasificacion de datos se realiza utilizando algoritmos especializados de Machine Learning, tales como
las librerias sk-learn del software de programacion Python.[5]

3. Deletreador utilizando P300 (potencial equivocado que puede ser registrado mediante un
electroencefalografia como una reflexion positiva del voltaje) BCI:

Los datos se recopilaron de los sujetos utilizando un paradigma de ortografia basado en P300. En el
experimento, se presenta al usuario en la pantalla de una computadora una matriz de 6 por 6 que incluye
caracteres como letras y numeros. Luego, el usuario se enfoca en un cardcter mientras cada fila o
columna de la matriz parpadea en un orden aleatorio. Doce destellos forman una ejecucion que cubre
todas las filas y columnas de la matriz. La tarea del deletreador es identificar el caracter deseado del
usuario en funcion de los datos de EEG recopilados en estos destellos. El conjunto de datos contiene
datos de entrenamiento y datos de prueba recopilados de los sujetos. El sistema se entrena por separado
para cada usuario usando una frase comun con 41 caracteres “EL RAPIDO ZORRO MARRON SALTA
SOBRE EL PERRO PEREZOSO 246138 579”. La misma frase también se usa para probar la
recopilacion de datos con un orden de palabras aleatorio. En este caso se emplea un clasificador SVM
entrenado utilizando un conjunto de datos de entrenamiento.[7]

VENTAJAS DE LAS RNA

* Aprendizaje Adaptativo: Las RNA aprenden a realizar tareas a partir de un conjunto de datos dados, en
el proceso de aprendizaje, estos datos son representados como las entradas y pesos. Es una de las
caracteristicas mas atractivas de redes neuronales. Esto es, aprenden a llevar a cabo ciertas tareas
mediante un entrenamiento con ejemplos ilustrativos. Como las redes neuronales pueden aprender a
diferenciar patrones mediante ejemplos y entrenamientos, no es necesario elaborar modelos a priori ni
necesidad de especificar funciones de distribucion de probabilidad.

* Auto-organizacion: Pueden crear su propia organizacioén o representacion de la informacion recibida.
Las redes neuronales auto-organizan la informacién que reciben durante el aprendizaje y/o la operacion:
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Mientras que el aprendizaje es la modificacion de cada elemento procesal, la auto-organizacion consiste
en la modificacion de la red neuronal completa para llevar a cabo un objetivo especifico. Cuando las
redes neuronales se usan para reconocer ciertas clases de patrones, ellas auto organizan la informacién
usada. Por ejemplo, la red llamada backpropagation, creard su propia representacion caracteristica,
mediante la cual puede reconocer ciertos patrones. Esta auto organizacion provoca la generalizacion:
facultad de las redes neuronales de responder apropiadamente cuando se les presentan datos o
situaciones a las que no habia sido expuesta anteriormente. El sistema puede generalizar la entrada para
obtener una respuesta. Esta caracteristica es muy importante cuando se tiene que solucionar problemas
en los cuales la informacion de entrada no es muy clara; ademas permite que el sistema dé una solucion,
incluso cuando la informacion de entrada esta especificada de forma incompleta.

* Operacion en tiempo real: Las operaciones realizadas pueden ser llevadas a cabo por computadores
paralelos, o dispositivos de hardware especiales que aprovechan esta capacidad. Las redes neuronales
fueron los primeros métodos computacionales con la capacidad inherente de tolerancia a fallos.
Comparados con los sistemas computacionales tradicionales, los cuales pierden su funcionalidad cuando
sufren un pequefio error de memoria, en las redes neuronales, si se produce un fallo en un nimero no
muy grande de neuronas y aunque el comportamiento del sistema se ve influenciado, no sufre una caida
repentina.

* Tolerancia a fallos parciales: La destruccion parcial de una red, dafia el funcionamiento de la misma,
pero no la destruye completamente. Esto es debido a la redundancia de la informacion contenida.

* En el proceso de aprendizaje, los enlaces ponderados de las neuronas se ajustan de manera que se
obtengan ciertos resultados especificos. Una red neuronal no necesita un algoritmo para resolver un
problema, ya que ella puede generar su propia distribucion de pesos en los enlaces mediante el
aprendizaje. También existen redes que continuan aprendiendo a lo largo de su vida, después de
completado su periodo de entrenamiento. Hay dos aspectos distintos respecto a la tolerancia a fallos: a)
Las redes pueden aprender a reconocer patrones con ruido, distorsionados o incompletos. Esta es una
tolerancia a fallos respecto a los datos. b) Las redes pueden seguir realizando su funcidon (con cierta
degradacion) aunque se destruya parte de la red. La razén por la que las redes neuronales son tolerantes
a los fallos es que tienen su informacion distribuida en las conexiones entre neuronas, existiendo cierto
grado de redundancia en este tipo de almacenamiento. La mayoria de los ordenadores algoritmicos y
sistemas de recuperacion de datos almacenan cada pieza de informacion en un espacio unico, localizado
y direccionable. En cambio, las redes neuronales almacenan informacion no localizada. Por lo tanto, la
mayoria de las interconexiones entre los nodos de la red tendran sus valores en funcion de los estimulos
recibidos, y se generard un patron de salida que represente la informacion almacenada.

* Operacion en tiempo real: los computos neuronales pueden ser llevados a cabo en paralelo; para esto
se disefian y fabrican maquinas con hardware especial para obtener esta capacidad.
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* Inclusion flexible en la tecnologia vigente: se pueden obtener chips especializados para redes
neuronales que mejoran su capacidad en ciertas tareas. Ello permitira la integracion de modulos en los
sistemas existentes.

* Las redes neuronales se autoajustan a los elementos procesales: Son dindmicas, pues son capaces de
estar constantemente cambiando para adaptarse a las nuevas condiciones. ¢ La funcion del disefiador es
unicamente la obtencion de la arquitectura apropiada. No es problema del disefiador el cémo la red
aprendera a discriminar. Sin embargo, si es necesario que desarrolle un buen algoritmo de aprendizaje
que le proporcione a la red la capacidad de discriminar, mediante un entrenamiento con patrones.

DESVENTAJAS DE LAS RNA
Las desventajas pueden ser:

» Complejidad de aprendizaje para grandes tareas, cuantas mas cosas se necesita que aprenda la red, mas
complicado sera ensenarle

 Tiempo de aprendizaje elevado. Esto depende de dos factores: primero se incrementa la cantidad de
patrones a identificar o clasificar y segundo se requiere mayor flexibilidad o capacidad de adaptacion de
la red neuronal para reconocer patrones que sean sumamente parecidos, se deberd invertir mas tiempo en
lograr que la red converja a valores de pesos que representan lo que se quiere ensefar.

» Elevada cantidad de datos para el entrenamiento, cuanto mas flexible se requiera que sea la red
neuronal, més informacion tendra que ensefarle para que realice de forma adecuada la identificacion.
[10]

4. Conclusiones

La importancia del machine learning en el procesamiento digital de sefiales se pudo constatar mediante
la busqueda bibliografica de una amplia gama de ejemplos.

Las redes neuronales también son adecuadas para los sistemas en tiempo real, por las caracteristicas de
su arquitectura en paralelo, permitiendo asi ejecutar calculos a una gran velocidad y a sus tiempos de
respuesta.

El uso de Machine Learning orientado al procesado de sefiales en tiempo real minimiza el proceso de
filtrado en comparacion con técnicas aplicadas tradicionalmente. Brinda mayor seguridad en los
resultados obtenidos y proporciona un alto grado de personalizacion en los equipos médicos.

Por lo expuesto anteriormente y, debido a su bajo coste computacional, es una técnica que ha
convencido a los investigadores para utilizarlos en la clasificacion de sefiales biomédicas.
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